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What will you get from this course?
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• How can it be delivered in the Future Internet?  Part II 
• Wireless video delivery. Part III
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• Static content  
• updated infrequently 

• Dynamic content  
• generated on the fly
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Unicast delivery not efficient large-scale delivery
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Unicast delivery not efficient large-scale delivery

Not scalable for large scale content delivery!
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Content delivery networks (CDN)

CDN: geographically and strategically distributed web servers, 
replicate the contents and store at the edge servers in multiple locations11
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CDN providers
• Emerged late 90s 
• Akamai, Limelight, Level 3, MaxCDN, Incapsula, 

Amazon, etc. 
• Akamai (1999) 

• Carrying 15-30% of web traffic 
• 216000 edge servers, 120 countries, 1500 ISPs*

13*https://www.akamai.com/us/en/about/facts-figures.jsp

https://www.akamai.com/us/en/about/facts-figures.jsp


CDN benefits
• Content providers (CP): delegate namespace via CNAME 

field in DNS or url of cdn, e.g., cdn.x.com  
• Reduced latency in distributing content  
• Lower load on CP infrastructure 
• Higher service/content availability due to multiple servers 
• Increased robustness against attacks
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CDN: overlay solution on public Internet
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• Caching (of popular content)

18

Content provider 
(Origin server)

CDN 
management 

nodes

ISPs

If cache miss

If cache miss

Popular content

CDN: overlay solution on public Internet

Edge 
servers

Parent 
servers



• Caching 
• cache capacity is limited! 
• some content is not 

cacheable!  
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• Caching 
• cache capacity is limited! 
• some content is not 

cacheable!  
• Routing  

• Shorter paths 
• More reliable paths
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CDN provider needs to optimize: 

21

Content provider 
(Origin server)

CDN 
management 

nodes

ISPs

• Where to deploy edge 
servers? 
• ISP business strategies 
• Understanding of traffic 

demand 
• Which content to replicate? 

• CP preferences 
• User preferences 

• How to manage cache 
space?

Edge 
servers

Parent 
servers



Request routing
• Take Akamai as an 

example 
• Which of 216000 servers 

in 1500 ISPs should a 
user get service from?
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Which server is the best server for a user?
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• network proximity,  
• client perceived latency,  
• server load 
• server capacity 
• content should be highly likely in 

the cache

Which server is the best server for a user?
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Which server is the best server for a user?
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• network proximity,  
• client perceived latency,  
• server load  
• content should be highly likely in 

the cache

ISPs

?? ?

Akamai: User group to server cluster assignment using the stable marriage 
problem [Gale and Shapley, 1962]

• network proximity,  
• client perceived latency,  
• server load 
• server capacity 
• content should be highly likely in 

the cache
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Request routing steps
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CDN mapping system
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Shortcomings of DNS-based routing
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Shortcomings of DNS-based routing
• Local DNS may not always reflect the real user location
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Figures from Chen et.al, End-User Mapping: Next Generation Request Routing for Content Delivery, ACM SIGCOMM 2015. 

lenge is to obtain a large characteristic and definitive set of
pairs that have good coverage of the clients who generate
traffic on the global Internet.

To obtain a large set of pairs, we use Akamai’s download
manager called NetSession [3]. NetSession is installed on
client devices and is used to perform downloads in a faster
and more reliable fashion. Software and media publishers
opt-in to use Netsession features to improve http delivery
performance for their content. Once they opt-in, clients use
Netsession to download that content. Thus, Netsession has
a large, representative installed base of clients around the
world, making it an ideal measurement platform for our anal-
ysis. More than 30 million unique NetSession clients per-
form transactions every month.

NetSession was instrumented to collect LDNS informa-
tion as follows. Each NetSession client maintains a persis-
tent connection with a NetSession control plane. Even if the
client is behind a NAT, it can reliably learn its external client
IP from this persistent connection. NetSession clients also
found their LDNS server performing a “dig” command on a
special Akamai name whoami.akamai.net. The client-
LDNS association was then sent to Akamai’s cloud storage
for processing. The LDNS information for clients around
the world were then aggregated in the cloud to the granular-
ity of /24 client IP blocks. Specifically, for each /24 client
IP block, the process generates the set of IPs corresponding
to the LDNSes used by the clients in that address block. For
each LDNS in the set, the relative frequency with which that
LDNS appeared was computed.

Using the above process, we collected LDNS data from
March 24 to April 7, 2014. On average, about 14.8 mil-
lion records were processed per day during the course of our
data collection. Client-LDNS association data for a total of
3.76 million /24 client IP blocks was computed in aggre-
gate. While the clients that use NetSession are generally a
fraction of the total active clients in any given /24 client IP
block, our coverage of /24 client IP blocks is representative
and significant of the overall Internet. In particular, the /24
client IP blocks in our dataset account for about 84.6% of
the total global client demand5 served by Akamai. The num-
ber of distinct LDNSes in our data set was just over 584,000.
Thus, our data set is a large representative cross-section of
clients and LDNSes in the global Internet.

To derive client-LDNS distance estimates, we use Aka-
mai’s Edgescape [1] geo-location database that uses registry
data and network data distilled from transactions handled by
over 170,000 Akamai servers in 102 countries and over a
thousand ISP deployments around the world to establish ge-
ographical location and network information for IPs around
the world. Edgescape can provide the latitude, longitude,
country and autonomous system (AS) for an IP. For IPs in
mobile networks, the mobile gateway location is used as the
reference location. To derive the distance between a client-
LDNS pair we use the latitude and longitude information to
compute the great circle distance between the two locations.

5Client demand is a measure of the amount of content traffic
downloaded by a client (or by clients in an IP block).
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Figure 5: Histogram of client-LDNS distance for clients
across the global Internet.
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Figure 6: Client-LDNS distances by country.

3.2 How far are clients from their LDNSes
Figure 5 shows the overall global distribution of client

LDNS distances. Nearly half of the client population is lo-
cated very close to its LDNS. The most typical distance lies
in a range that is no greater than the diameter of a metropoli-
tan area. At around 200-300 miles, there is a noteworthy
increase in the marginal distribution. At around 5000 miles,
there is another increase that can be attributed to the small
number of clients that use LDNS that are either across the
Atlantic or Pacific oceans.

Breakdown by country. Breaking these distances down
by country, Figure 6 is a box-plot6 representing the 5th, 25th,
median, 75th, and 95th quantiles of the per-country distribu-
tions. We list data for the top 25 countries as measured by
aggregate client demand. Overall, most countries have a me-
dian distance that is fairly small, though India, Turkey, Viet-
nam and Mexico have median distances over 1000 miles. In-
dia, Brazil, Australia, and Argentina have significant popu-
lations whose LDNSes are very far away as over a quarter of
the population is served by LDNSes whose distance is over

6All box plots in this paper show 5th, 25th, 50th, 75th and
95th percentiles.
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in a range that is no greater than the diameter of a metropoli-
tan area. At around 200-300 miles, there is a noteworthy
increase in the marginal distribution. At around 5000 miles,
there is another increase that can be attributed to the small
number of clients that use LDNS that are either across the
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median, 75th, and 95th quantiles of the per-country distribu-
tions. We list data for the top 25 countries as measured by
aggregate client demand. Overall, most countries have a me-
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nam and Mexico have median distances over 1000 miles. In-
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lations whose LDNSes are very far away as over a quarter of
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• Proposed solutions in the literature: extended DNS, etc.
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data collection. Client-LDNS association data for a total of
3.76 million /24 client IP blocks was computed in aggre-
gate. While the clients that use NetSession are generally a
fraction of the total active clients in any given /24 client IP
block, our coverage of /24 client IP blocks is representative
and significant of the overall Internet. In particular, the /24
client IP blocks in our dataset account for about 84.6% of
the total global client demand5 served by Akamai. The num-
ber of distinct LDNSes in our data set was just over 584,000.
Thus, our data set is a large representative cross-section of
clients and LDNSes in the global Internet.

To derive client-LDNS distance estimates, we use Aka-
mai’s Edgescape [1] geo-location database that uses registry
data and network data distilled from transactions handled by
over 170,000 Akamai servers in 102 countries and over a
thousand ISP deployments around the world to establish ge-
ographical location and network information for IPs around
the world. Edgescape can provide the latitude, longitude,
country and autonomous system (AS) for an IP. For IPs in
mobile networks, the mobile gateway location is used as the
reference location. To derive the distance between a client-
LDNS pair we use the latitude and longitude information to
compute the great circle distance between the two locations.

5Client demand is a measure of the amount of content traffic
downloaded by a client (or by clients in an IP block).
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Figure 5: Histogram of client-LDNS distance for clients
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3.2 How far are clients from their LDNSes
Figure 5 shows the overall global distribution of client

LDNS distances. Nearly half of the client population is lo-
cated very close to its LDNS. The most typical distance lies
in a range that is no greater than the diameter of a metropoli-
tan area. At around 200-300 miles, there is a noteworthy
increase in the marginal distribution. At around 5000 miles,
there is another increase that can be attributed to the small
number of clients that use LDNS that are either across the
Atlantic or Pacific oceans.

Breakdown by country. Breaking these distances down
by country, Figure 6 is a box-plot6 representing the 5th, 25th,
median, 75th, and 95th quantiles of the per-country distribu-
tions. We list data for the top 25 countries as measured by
aggregate client demand. Overall, most countries have a me-
dian distance that is fairly small, though India, Turkey, Viet-
nam and Mexico have median distances over 1000 miles. In-
dia, Brazil, Australia, and Argentina have significant popu-
lations whose LDNSes are very far away as over a quarter of
the population is served by LDNSes whose distance is over

6All box plots in this paper show 5th, 25th, 50th, 75th and
95th percentiles.
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lenge is to obtain a large characteristic and definitive set of
pairs that have good coverage of the clients who generate
traffic on the global Internet.

To obtain a large set of pairs, we use Akamai’s download
manager called NetSession [3]. NetSession is installed on
client devices and is used to perform downloads in a faster
and more reliable fashion. Software and media publishers
opt-in to use Netsession features to improve http delivery
performance for their content. Once they opt-in, clients use
Netsession to download that content. Thus, Netsession has
a large, representative installed base of clients around the
world, making it an ideal measurement platform for our anal-
ysis. More than 30 million unique NetSession clients per-
form transactions every month.

NetSession was instrumented to collect LDNS informa-
tion as follows. Each NetSession client maintains a persis-
tent connection with a NetSession control plane. Even if the
client is behind a NAT, it can reliably learn its external client
IP from this persistent connection. NetSession clients also
found their LDNS server performing a “dig” command on a
special Akamai name whoami.akamai.net. The client-
LDNS association was then sent to Akamai’s cloud storage
for processing. The LDNS information for clients around
the world were then aggregated in the cloud to the granular-
ity of /24 client IP blocks. Specifically, for each /24 client
IP block, the process generates the set of IPs corresponding
to the LDNSes used by the clients in that address block. For
each LDNS in the set, the relative frequency with which that
LDNS appeared was computed.

Using the above process, we collected LDNS data from
March 24 to April 7, 2014. On average, about 14.8 mil-
lion records were processed per day during the course of our
data collection. Client-LDNS association data for a total of
3.76 million /24 client IP blocks was computed in aggre-
gate. While the clients that use NetSession are generally a
fraction of the total active clients in any given /24 client IP
block, our coverage of /24 client IP blocks is representative
and significant of the overall Internet. In particular, the /24
client IP blocks in our dataset account for about 84.6% of
the total global client demand5 served by Akamai. The num-
ber of distinct LDNSes in our data set was just over 584,000.
Thus, our data set is a large representative cross-section of
clients and LDNSes in the global Internet.

To derive client-LDNS distance estimates, we use Aka-
mai’s Edgescape [1] geo-location database that uses registry
data and network data distilled from transactions handled by
over 170,000 Akamai servers in 102 countries and over a
thousand ISP deployments around the world to establish ge-
ographical location and network information for IPs around
the world. Edgescape can provide the latitude, longitude,
country and autonomous system (AS) for an IP. For IPs in
mobile networks, the mobile gateway location is used as the
reference location. To derive the distance between a client-
LDNS pair we use the latitude and longitude information to
compute the great circle distance between the two locations.

5Client demand is a measure of the amount of content traffic
downloaded by a client (or by clients in an IP block).
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3.2 How far are clients from their LDNSes
Figure 5 shows the overall global distribution of client

LDNS distances. Nearly half of the client population is lo-
cated very close to its LDNS. The most typical distance lies
in a range that is no greater than the diameter of a metropoli-
tan area. At around 200-300 miles, there is a noteworthy
increase in the marginal distribution. At around 5000 miles,
there is another increase that can be attributed to the small
number of clients that use LDNS that are either across the
Atlantic or Pacific oceans.

Breakdown by country. Breaking these distances down
by country, Figure 6 is a box-plot6 representing the 5th, 25th,
median, 75th, and 95th quantiles of the per-country distribu-
tions. We list data for the top 25 countries as measured by
aggregate client demand. Overall, most countries have a me-
dian distance that is fairly small, though India, Turkey, Viet-
nam and Mexico have median distances over 1000 miles. In-
dia, Brazil, Australia, and Argentina have significant popu-
lations whose LDNSes are very far away as over a quarter of
the population is served by LDNSes whose distance is over
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Content delivery techniques

Thank you!
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