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ABSTRACT

Edge computing has gained attention from both academia and in-
dustry by pursuing two significant challenges: 1) moving latency
critical services closer to the users, 2) saving network bandwidth
by aggregating large flows before sending them to the cloud. While
the rationale appeared sound at its inception almost a decade ago,
several current trends are impacting it. Clouds have spread geo-
graphically reducing end-user latency, mobile phones’ computing
capabilities are improving, and network bandwidth at the core
keeps increasing. In this paper, we scrutinize edge computing, ex-
amining its outlook and future in the context of these trends. We
perform extensive client-to-cloud measurements using RIPE Atlas,
and show that latency reduction as motivation for edge is not as
persuasive as once believed; for most applications the cloud is al-
ready “close enough” for majority of the world’s population. This
implies that edge computing may only be applicable for certain
application niches, as opposed to a general-purpose solution.
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1 INTRODUCTION

Edge computing has emerged as a new, compellingly sounding
solution for improving and enabling many network applications.
One selling point of edge is improving latency by moving ser-
vices closer to end-users and pre-processing at the “edge” to save
the network (and cloud) from being overwhelmed by unforeseen
amounts of data [17]. This enables sophisticated applications, e.g.,
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augmented and virtual reality [23, 42], robotic control [14, 21, 45],
smart homes/cities [4], etc. Many concrete scenarios have been de-
veloped [11, 28] and industrial standardization initiatives, e.g., multi-
access edge computing are actively promoted by telcos [24, 67].

However, since edge’s inception around a decade ago, several
current trends have emerged which may impact its utility. First,
cloud infrastructure is spreading geographically by installing new
datacenters. For example, since 2010, Amazon has expanded its
cloud network from 3 to 16 countries. Furthermore, cloud providers
are establishing (and incorporating) specialized facilities to tackle
edge needs, e.g., CloudFront [2]. Second, modern smartphones come
equipped with considerable processing power, including specialized
chipsets, enabling them to process complex tasks, such as AR. On
the other hand, last-mile access being the latency bottleneck over
(cellular) wireless remains true [12, 31]. While new technologies,
such as 5G, show promise, initial tests report their performance to
be deficient in practice [49, 71]. Third, offloading [19, 58, 59], and
cyber foraging [8, 30], have become a reality with services like Siri
or Cortana. Products with tight latency constraints, e.g., cloud-based
gaming, are already on the market [3, 29, 44], implying improved
cloud access latencies. Recent study from Facebook reveals that
most users can reach their services in the cloud within 40 ms [60].

We believe these trends necessiate pruning popular assumptions
driving edge computing research and identifying more promising
future directions. We achieve this by examining the latency for
connecting to cloud globally. Our contributions are as follows.

(1) We conduct large-scale measurements over RIPE Atlas analyz-
ing user reachability to datacenters owned and operated by seven
cloud providers. Our measurements targeted 101 datacenters in 21
countries and lasted several months. Only [36] has conducted a
similar study to ours but it is limited to single cloud provider; the
most recent multi-cloud measurement is a decade old [40].

(2) We take a critical look at edge computing and its future po-
tential, by analyzing latency and bandwidth thresholds of several
applications reputedly enabled by edge computing. Extrapolating
our measurement results, we find that, contrary to popular belief,
the effectiveness of edge computing is limited to a few applications,
such as traffic monitoring, gaming, etc., which, incidentally, are not
the primary drivers of edge hype. Other applications can be either
supported by current cloud infrastructure (smart home, wearables)
or will require onboard processing for optimal operation.

Edge computing is still in flux. Some [27] see edge taking over
from the cloud; others see a combination [55]. Peterson et al. [52]
see edge and the democratization it offers as a cure for Internet ossi-
fication. Some argue for wide-spread in-network computation [57],
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Figure 1: The popularity (in red) and publications (in blue) of
keywords “edge computing” (in solid line) and “cloud com-
puting” (in dashed line) in Google web searches and Google
scholar respectively.

blurring the borders of cloud and edge [32, 75]. Our focus, in this
paper, is on a general-purpose edge deployed by telcos/ISPs for a wide
range of applications [47]. While we show this path to have sub-
stantial hurdles, there may be better-suited scenarios for edge. We
return to these at the end of the paper.

2 A RETROSPECTIVE ON EDGE

Figure 1 captures the zeitgeist of “edge computing” over the past fif-
teen years. It compares the frequency of Google web searches! and
scientific publications® for “edge computing” and “cloud comput-
ing” from 2004 to 2019. Resultingly, three eras can be distinguished:
content delivery networks (CDN), cloud, and edge.

The term edge emerged when CDNs started to deploy edge
servers near their clients [20]. They acted as caches of content,
speeding up content delivery and reducing bandwidth usage. At
the same time, centralized, large-scale datacenter deployments
emerged, heralding the Cloud era. Cloud was a success as the
type and volume of application’s resources could be elastically
adjusted to meet the current demand on-the-fly. Application devel-
opers could also take advantage of a flexible “pay-as-you-go” model
for resource utilization.

Cloudlets [59] in 2009 started the Edge era and similar concepts,
such as fog computing [9]. Back then, the cloud was limited to a few
datacenters and unable to address the stringent latency and data
transport requirements of new use cases, such as the Internet-of-
Things (IoT). Therefore, the research community, including industry,
jumped at the opportunity to decouple network latency from the
computation time, and devised “edge computing". Many edge archi-
tectures have been proposed [46, 48], including exploiting last-mile
access points [13], crowdsourcing [26], and using IoT sensors [53].
We will next take a systematic look at various applications driving
the hype on edge computing and analyze their requirements.

3 DRIVERS OF THE EDGE HYPE

We capture applications used to motivate edge computing in Fig-
ure 2. The y-axis is the required latency scale, ranging from a few
milliseconds (ms) to an hour (hr). The x-axis shows the amount of

!Results obtained from https://trends.google.com/.
*Data was collected by a custom web crawler for Google Scholar, based on an open
source implementation [38].
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Figure 2: Driving edge applications represented as ellipses.
The orientation and width signify strictness in bandwidth
and latency requirements. Color denotes the expected mar-
ket share by the year 2025.

data an entity of each application generates, e.g., a camera, which
naturally correlates with the network bandwidth requirements. We
estimate application requirements by relying on theoretical anal-
ysis and preliminary implementations from previously published
results [7, 37, 42, 54, 64]. Each application is represented as an el-
lipse to overcompensate for any estimation errors. The form and
orientation of the ellipse represent the application’s strictness to-
wards latency/bandwidth constraints. The ellipse’s color denotes
application’s expected market share by 2025 in US dollars (data is
from [63]). Majority applications in Figure 2 are human-centric —
taking inputs and providing feedback to users, e.g. gaming. The
QOE of such applications is governed by strict latency thresholds
as human senses require, which we also draw in the figure.

(1) Motion-to-Photon (MTP) is the delay between user input and
its effect to be reflected on a display screen. MTP is guided by
the human vestibular system, which requires sensory inputs and
interactions to be in complete sync; failure of which results in
motion sickness and dizziness. Maintaining latency below MTP,
< 20 ms, is critical for immersive applications, such as AR/VR,
360° streaming, etc. [43]. Of this, ~ 13 ms is taken up by the display
technology due to refresh rate, pixel switching, etc. which leaves a
budget of ~ 7 ms for computing and rendering (including RTT to
server) [16]. Studies by NASA concludes that certain HUD systems
may require the compute part of MTP to be as low as 2.5 ms [7].

(2) Perceivable Latency (PL) is the threshold when the delay between
user input and visual feedback becomes large enough to be detected
by the human eye [54]. PL threshold plays a vital role in the QoE
of applications where the user interaction with the system is fully
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(a) Distribution of cloud regions from seven major cloud providers.

(b) Distribution of 3200+ RIPE Atlas probes.

Figure 3: Cloud regions with compute DCs in (a) represent our targets, and probes in (b) are the vantage points for our study.

or semi passive, e.g., video streaming (stuttering), gaming (input
lags), etc. It is roughly estimated to be 100 ms.

(3) Human Reaction Time (HRT) is the delay between the presen-
tation of a stimulus and the associated motor response by a hu-
man. While HRT is highly dependent on the individual (and can
be improved by training), its value is reported to be ~ 250 ms [73].
Applications that require active human engagement, e.g. remote
surgery, teleoperated vehicles etc., must operate within HRT.

Considering the similarities in operational thresholds, we group
the emerging applications by quadrants.

Quadrant I - Low Latency & Low Bandwidth: The bottom-left
(green) quadrant represents applications that produce only a small
volume of data but impose strict latency constraints for optimal
operation. Typical examples include wearables, health monitor-
ing, and other individual-focused applications. The core aim of
applications in Q1 is to perform “naturally”, i.e., to operate within
the PL threshold. Hence, they can benefit from the low latency
computation promised by the edge.

Quadrant I - Low Latency & High Bandwidth: The blue quadrant
at bottom-right encompasses applications that generate large data
volumes and impose strict latency constraints, e.g. autonomous ve-
hicles, AR/VR, cloud gaming, etc. Edge computing is considered to
be the key enabler for applications in QZ, as additional latencies to
compute at traditional cloud and bandwidth strain on backhaul net-
works to transport generated data may break the “immersiveness”
of end-users [37]. As most applications in this quadrant are ex-
pected to garner large market shares, these are popularly heralded
as the driving force behind edge computing.

Quadrant III - High Latency & High Bandwidth: The top-right
quadrant (yellow) is composed of applications that generate large
volumes of data but with “somewhat” relaxed timing constraints.
Take, for example, a smart city that implies automatic updates on
buses timetables, smart parking meters, and overall maintenance
with control mechanisms. The demand Q3 applications place on
edge computing is usually limited to data aggregation and pre-
processing to reduce network bandwidth load.

Quadrant IV - High Latency & Low Bandwidth: The final quadrant
in red, located top-left, comprises of applications that neither gen-
erate data of large volumes nor require strict latency for operation,
e.g. smart homes, weather monitoring, etc. While such applications
can leverage the existence of edge computing, they do not offer
compelling reasons for deploying edge servers.

4 AT THE EDGE OF THE CLOUD

One key driver of edge computing is its claimed ability to provide
services at lower latencies than the cloud. While this claim was
valid at the emergence of edge computing (circa 2009) due to sparse
cloud deployment [40] and higher latencies in the core network
than at the last-mile [39]; the world (and cloud) has changed in the
past decade. For instance, Amazon’s cloud has increased from 3
to 22 datacenter locations [1], and wide area latencies to Google’s
CDN have decreased from 100 ms to 10-25 ms [61]. On the other
hand, edge computing is still in its infancy with no (wide-area)
deployment to date, so the claims seem more speculative than real.
We re-evaluate the latency-centered claims of edge computing
via extensive global wide-area measurements to datacenters of
major cloud providers. We aim to understand if the cloud access
latency is still too high in satiating the requirements of emerging
applications, or are the clouds already “close enough”.

4.1 Measurement Methodology

End-Points. We chose 101 cloud regions with compute datacenters
(e.g. ec2) from seven cloud providers, Amazon, Google, Microsoft
Azure, Digital Ocean, Linode, Alibaba, and Vultr, as end-points,
shown in Figure 3a, and established a VM in every selected location.
The chosen operators are widely used and provide global coverage
with distinct network infrastructure. Some, e.g. Amazon, Google
etc. have installed private, large bandwidth, low latency network
backbones with wide-scale ISP peering, while others, e.g. Linode,
largely rely on the public Internet for connectivity.

Vantage Points. We used 3200+ RIPE Atlas probes [62] distributed
in 166 countries as vantage points for our measurements (shown
in Figure 3b). RIPE Atlas is a global Internet measurement platform
that is widely used for reachability, connectivity, and performance
studies. Atlas probes are installed in varying network environments
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Figure 4: Minimum latency to nearest datacenter globally.

(core, access, or home), allowing us to analyze the user reachability
to the cloud globally. We filter out all the probes that are clearly
installed in privileged locations (e.g., datacenters, cloud network)
from our measurements using their user-defined tags [6].

Experiment. We measured end-to-end latencies between users
(Atlas probes) and cloud datacenters within the same continent via
ping every three hours. For probes in continents with low data-
center density, e.g., Africa and South America, we also measured
latencies to datacenters in adjacent continents, i.e., Europe and
North America. Our measurements are ongoing since September
2019, and the results in this work are drawn from nine months of
data collection. Overall, our dataset includes 3.2 million datapoints
spanning several GBs and is available for public use [18].

4.2 Proximity to the Cloud

What is the least latency with which countries can access the nearest
datacenter? The question allows us to analyze the spread of cloud
across the globe in terms of latency. We extract the minimum ping
latency observed by the best-performing probe for every country to
any cloud datacenter. Figure 4 shows the map of latency distribution
per country. The results show that 32 countries can access the cloud
with RTTs less than 10 ms, and another 21 countries with RTTs
between 10 to 20 ms (MTP threshold). Our findings become more
intuitive upon correlating geographical latencies to locations of
targeted datacenters (red diamonds) in Figure 4. Countries with
cloud access latency less than 10 ms typically have one or more
local datacenters, and those with latencies less than 20 ms either
share borders or have direct fiber connectivity [68] to the country
housing a datacenter. In fact, all but 16 countries (mostly in Africa)
can access the cloud within PL threshold bounds (100 ms).

While the above shows only the best probe in every country,
Figure 5 plots the CDF of the minimum latency observed from every
probe in our dataset to any datacenter, grouped by continents. The
result includes probes without a stable Internet connection, or with
wireless connectivity. Despite this, the results support the findings
in Figure 4. Around 80% probes in Europe and North America -
~50% of our total probes — can access a cloud datacenter within
MTP (20 ms). Probes in Oceania follow similar performance pat-
tern as almost all of them can access the cloud within 50 ms RTT.

Surprisingly, despite the low availability of cloud regions and sub-
standard network deployment, #75% probes in Africa and Latin
America achieve less than 100 ms cloud access latency and meet
PL thresholds. While the results in this section are “optimistic” - in
that they show the minimum latency — they also indicate that the
cloud potentially can support latency requirements for applications
driving edge computing.

4.3 Where is the Delay?

Insufficient Infrastructure Deployment. Our results above fo-
cused on best-case scenarios to illustrate the potential reach of the
cloud. We now turn to our entire latency dataset to shed light on
the reality of the cloud. Figure 6 shows the latency distribution of
all measurements grouped by continent. Probes in North America,
Europe, and Oceania exhibit excellent cloud reachability, with more
than 75% of the probes achieving RTT below the PL threshold. The
top 25% probes in NA and EU can even support MTP threshold
required by edge-compelling applications, e.g. AR/VR, autonomous
vehicles, etc. The reason for this exceptional performance (also
hinted in §4.2) is the concentrated efforts of cloud providers to
deploy datacenters in these continents. Note that the long tail of
latency distribution for EU is largely missing from NA. On deeper
analysis, we found that the primary contributors to the tail are
probes in eastern EU and countries without local or neighboring
datacenters, in line with our assessment from Figure 4.

We now turn our focus on the remaining continents, i.e., Latin
America, Asia, and Africa. Cloud reachability from within these
continents is quite poor, and only a fraction of probes can satisfy the
PL threshold. Probes in Asia show much diverse latencies primarily
due to scattered datacenter deployment favoring certain countries,
like China and India. Unsurprisingly, the worst performance is in
Africa as it is severely under-served, both in cloud presence (only
one operating region) and network infrastructure [15].

Nature of last-mile access. Many studies analyzing the perfor-
mance of wireless access have been conducted in the past. Be it WiFi
in home networks [66] or LTE in public spaces [50], the consensus
of last-mile being the bottleneck is well established. Reasons for
lack of wireless performance can be many, from packet drops due
to contention, to network bufferbloating because of handovers [35].
As most applications in Figure 2 rely on wireless, we also analyze
its impact as access medium to the cloud.

We leverage RIPE Atlas user-provided tags [6] to filter probes
which indicate the type of access link, e.g. ethernet, broadband for
wired and Ite, wifi, wlan for probes connected to network through
wireless links. We further filter probes deployed in similar regions
in both sets and verify that their baseline latency is in line with
their country’s average. Figure 7 compares the latencies observed by
both sets throughout our measurement period. We find that probes
tagged with wireless keywords perform consistently worse than
their wired counterparts — taking ~2.5x longer to access the nearest
cloud region. Our result is in line with previous studies showing
that users can experience 10-40 ms of added latency while using
wireless as last-mile [65, 66]. While these results might improve in
future with solutions such as 5G promising much shorter wireless
latencies, however, the technology is still in its nascent stages and
these promises are waiting to be delivered [71].



120 f

— 110 F

—EU —EU 100 |

..... NA - NA —~ 90

-SA salf 2 8[

ol S

AS Al E a0f

—=— AF 0 o 30F

100 150 200 250 300 0 50 100 150 200 250 300 350 400 450 500 550 %8 i
RTT (ms) RTT (ms) Y-

Wired Wireless

Figure 5: CDF of minimum RTT of all probes to Figure 6: CDF of all ping measurements from all

nearest datacenter by continent.

5 DISCUSSION

Revisiting Edge Applications. We reconsider Figure 2 with our
updated knowledge on real-world latencies from our measurements.
As per §4.3 and previous measurement studies, current wireless
technologies do not support access link latencies below 10 ms.
While new wireless standards promise to improve the situation, e.g.,
10 Gbps speeds with WiFi-6 [22] and 1 ms latency with 5G [34], the
reality may differ from claims. For example, at its inception in 2011,
LTE promised access latencies below 10 ms while the user is near
the base station [25]. However, recent measurements show that the
standard commonly experiences delays lasting several seconds due
to queue build-ups [35] and handovers [72]. Recent investigations
report performance of preliminary deployment of 5G in the real-
world to be sub-optimal [49, 71]. Likewise, Hadzic et al. [31] and
Cartas et al. [12] find that latency gains for accessing edge server
colocated with an LTE basestation is minimal compared to accessing
a datacenter located » 1000 km away. While the “true” gains of 5G
are yet to be seen, considering supporting strict MTP thresholds,
even with edge servers located at basestations, seems uncertain.
From §4.2, we can conclude that for most of Europe and North
America (and majority of the world in best case), cloud latencies are
low enough to support applications operating under perceivable
latency. On the contrary, due to lack of network infrastructure,
some countries (in Asia & Africa) see cloud access latencies of 150—
200 ms, making perceivable latency unachievable but HRT-based
applications feasible by the cloud.

Figure 8 recaps the edge applications and their network require-
ments but now adds latency (red) and bandwidth (blue) “reality”
boundaries, as shaded regions (based on the results in §4). The
lower bound on latency is #10 ms, i.e., the current state of wireless
access latency. The upper bound is the human reaction time — as
this is supported by the cloud almost globally. For bandwidth, edge
is most useful for applications generating enough data to congest
the network. Specifically, benefits from the edge are greatest close
to the users, and decrease with increasing distance. Contrarily, it
is also well-established that the primary bandwidth bottleneck is
usually the last-mile [66]. While last-mile bandwidth congestion
also depends on contention and competition, based on previous
studies [35], we estimate 1GB/entity data generation to be a fitting
threshold for edge’s bandwidth aggregation gains.

The overlap is the “feasibility zone” (FZ) of edge computing. Ap-
plications in this zone, e.g., traffic camera monitoring, cloud gaming,

probes to their closest datacenter.

Figure 7: Wired vs.
wireless access RTT.
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Figure 8: Edge applications but with edge computing feasi-
bility zones (FZ). The red shaded area represents potential
latency gains, and the blue shaded region is the bandwidth
gain zone for utilizing edge.

etc., clearly benefit from a wide deployment of edge as they impose
both latency and bandwidth constraints. Surprisingly, the primary
drivers of edge computing research (the ones with the most hype)
do not fall in this zone. For some, it is due to low bandwidth re-
quirements (e.g., wearables), and for others, it is either too stringent
(e.g., autonomous vehicles) or too relaxed (e.g., smart cities) latency
constraints. Interestingly, the predicted market share of applica-
tions within the edge FZ pales compared to those for which edge
does not provide much benefit. Further, many applications in the
edge FZ can be supported by a wider deployment of cloud/network
infrastructure, especially in Asia, Latin America, and Africa.

Other Considerations. We recognize that our critique above may

not fully encompass the utility of edge computing due to possible
limitations in our methodology, emerging application diversity or



other complications that we may not have considered. For example,
while we place applications in edge FZ based on their latency and
bandwidth requirements, factors — like privacy — may push other
neighboring applications into the FZ envelope. We identify sev-
eral such factors that may impact our findings and require further
research investigation.

Network vs. application latency. It may be argued that our view-
point does not include additional processing delays imposed by
applications as we derive network latency from ping. However,
a recent study from Facebook report similar results as ours and
shows that clients rarely observe latencies above 40 ms while ac-
cessing their services hosted in the cloud globally [60]. Furthermore,
we plan to extend our measurements to include TCP-based prob-
ing techniques [41] that may better reflect behavior of application
traffic inbound cloud networks.

Computing power: Our discussion in this paper did not consider
the differences in computation power between the cloud and edge
servers. The more pervasive deployment edge needs, the lower the
likely processing capabilities of individual edge servers become. It
is thus quite possible that despite extensive edge deployment, faster
processing and availability of specialized hardware (like GPUs)
offered by the cloud may far exceed the network latency gains from
deploying applications at the edge [12].

Economies of scale: One decisive advantage cloud computing
is economies of scale, which edge is unlikely to meet. For cloud,
aggregating a large number of servers in a single location achieves
substantial savings on building, maintaining, and securing the in-
frastructure. For edge, marked gains in latency are possible only
via a wide and expensive deployment. While last-mile ISPs are best
placed to exploit this, recently, cloud providers have begun to utilize
the ISP edge [10, 70] and CDN infrastructure [2], further bringing
cloud closer to users. However, as the cloud footprint expands to
support lower latency requirements of emerging applications, the
cloud infrastructure cost will also increase [33].

6 FUTURE RESEARCH DIRECTIONS

With our global measurements, we showed that one of the com-
pelling motivators behind the edge — reduction in latency — has lost
much of its importance since the inception of the field almost a
decade ago. Through the course of this study, we found that latency
is only one piece in the puzzle and other considerations may serve
as more convincing drivers for edge. To conclude, we outline some
more promising directions for future research in edge computing.
Plausible deployments. General-purpose edge yields little bene-
fits in well-connected areas, but in developing regions, gains are
more significant, making edge deployment more compelling. Ef-
forts, therefore, should instead focus on those regions for deploy-
ment. Noghabi et al. [51] lists some application-specific deploy-
ments where edge may offer benefits even in developed regions, e.g.
handling video feeds from traffic cameras. Such deployments are
typically purpose-built to support an organization’s workload and
may emerge as the preferred solution in lieu of generic telco-hosted
edge. However, the race towards deploying an edge infrastructure
can be viewed as tussle between ISPs and cloud providers, both
competing for bigger share in “compute” market, which may sway
plausible deployments favoring one network type over the other. In

this case, research related to tradeoffs in placement and utilization
of processing capacity may yield interesting insights.

Privacy has been brought up as an advantage of edge, as it obviates
the need to send (sensitive) data to a central cloud. Encryption
alone may not be sufficient to hide all details [5, 56]. As concerns
for monitoring [69] and data collection mount, processing local
data locally and not sending it to the cloud oligopoly may become
more attractive. We see the potential for edge computing to address
these concerns, especially for (i) applications with a geographically
limited scope of interest and (ii) deployments offered by multiple
local providers [74] which are safeguarded by rules of the land.
Trust and security. Cloud operators invest heavily in infrastruc-
ture security, but how would the situation translate for a wide-
spread deployment of edge in remote locations? Could the same be
assumed of the (possibly myriad of) edge operators? What guar-
antees would an application provider have in these cases? In the
cloud the terms-of-operation agreement is between service and
a cloud provider and, in case of problems, litigation can be used.
Translating this to an edge with multiple participating (somewhat
transparent) entities requires much additional work.

7 CONCLUSION

In this paper, we investigated the rationale behind edge computing
in light of recent trends in cloud computing. Still much favored
by research and industry, we showed that original motivations for
edge computing are weak in today’s Internet. We performed an
extensive measurement study lasting several months, using probes
from RIPE Atlas platform in 166 countries, to measure the prox-
imity towards deployment of modern cloud providers. We found
that in well-connected areas, like Europe or North America, the
cloud is able to satisfy almost all application requirements that
have been envisioned for edge. The remaining ones may continue
to remain infeasible for immediately foreseeable future, as they
depend on the last-mile wireless access latency. While new tech-
nologies, like 5G, promise to improve the last-mile connectivity,
related studies measuring its performance over initial deployment
show sub-optimal results and full-fledged roll-out of 5G will take
several years to complete. While there may be other, non-technical
drivers for edge computing, our results clearly showed that from a
performance point of view, the potential benefits of edge computing
remain small. Only in less-connected areas, such as Africa, Latin
America, or parts of Asia have we discovered larger benefits from
edge computing. In conclusion, we believe that the research in edge
computing should shy away from latency-centric views and instead
focus its efforts in problem areas that are unresolved and can truly
benefit from the attention.
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